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Abstract

Fractional factorial design and principal component analyses are applied to CH3F vibrational harmonic frequencies
and infrared intensities from density functional calculations. Five effects for 16 wave functions of a 25–1 fractional
factorial design are investigated: the kinds of exchange (S or B) and correlation (VWN or LYP) functional; the
valence basis set (6-31G or 6-311G) and the level of diffuse and polarization functions supplementing this basis set.
The main effects on the frequencies are related to modifications of both the exchange and correlation functionals. For
the intensities main effects are related to the exchange functional and to the level of polarization functions used.
Principal component analysis indicates that for wave functions used in the 25–1 factorial design those including the
B exchange and VWN correlation functionals are the best ones for estimating the harmonic frequencies of CH3F. For
the infrared intensities a wave function including the B exchange functional and a basis set supplemented by
(3df, 3pd) polarization functions provides the most accurate CH3F results. The calculated frequency results were
significantly improved by use of a B3LYP functional with a 6-311 valence, (3df, 3pd) polarization and + + diffuse
function basis set. However several calculations with the BLYP functional provided more accurate infrared intensity
estimates than those with the B3LYP functional. © 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

Quantum chemical applications are often con-
cerned with the calculation of several molecular
and spectral properties. Although all ab initio
wave functions provide energies satisfying the
variational principle optimal ones besides furnish-

ing lower energies also result in accurate quantita-
tive estimates of these properties. The design of
optimal wave functions can be characterized as
shown in Fig. 1. Several input wave function
factors can be modified in such a way so that
calculated output properties are in satisfactory
agreement with experimental values. Several prob-
lems of a multivariate nature arise in this process.
How can the effects of various input factor mod-
ifications on the molecular properties be effi-
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ciently evaluated? Are the results of these modifi-
cations independent of one another? How do they
vary from one molecule to another? How can the
results obtained for the different molecular and
spectral properties be efficiently analyzed? How
can the wave functions providing the most accu-
rate estimates of these properties be identified?

Recently our laboratory has proposed that mul-
tivariate statistical techniques are valuable tools
for determining more accurate wave functions
[1–3]. Factorial designs [4] (FD) permit the com-
plete evaluation of the effects of wave function
modifications on calculated property values while
testing a minimum number of molecular wave
functions. Possible synergic or antagonistic inter-
action effects involving several input factors can
be determined for each property calculated. Fur-
thermore the effects of all wave function modifica-
tions on all calculated properties can be analyzed
simultaneously using principal component analy-
sis (PCA) [5–7]. Convenient two-dimensional
graphs permit a detailed analysis of how well
diverse calculated property values obtained from
different molecular wave functions agree with ex-
perimental results. Multivariate statistical meth-
ods, such as PCA, are capable of treating the
statistical correlations involving calculated or ex-
perimentally measured properties so that problem
dimensionality is reduced and data analysis sim-
plified in comparison with alternative univariate
procedures.

In this work factorial design and principal com-
ponent analysis are applied to density functional
calculations of the harmonic vibrational frequen-
cies and infrared intensities of methyl fluoride.
Besides having been subject to extensive experi-
mental [8–12] and theoretical investigations [13–
15], the CH3F frequency values have been
corrected for anharmonic effects [8] and its inten-
sity values [10] have been used to calculate refer-
ence polar tensors for empirical intensity
estimates for a variety of fluorine-containing
molecules [16–18]. Previous theoretical treatments
have employed conventional molecular orbital
wave functions and, besides confirming spectro-
scopic band assignments, have been most useful in
determining dipole moment derivative signs. Sosa

and Schlegel [13] have calculated all the funda-
mental vibrational frequencies and infrared inten-
sities of methyl fluoride using some 30 different
wave functions, in an attempt to evaluate the
importance of correcting for electron correlation
for their accurate calculation, as well as to esti-
mate the effects of including multiple sets of po-
larization and diffuse functions in the atomic
basis set. Quantitative factor effect values for type
of basis set, presence or absence of diffuse and
polarization functions as well as the level of elec-
tron correlation treatment, Hartree–Fock or
Møller–Plesset 2, were later determined in our
laboratory using a 24 factorial design [1] consist-
ing of 16 different wave functions. In addition to
important main factor effects, large polarization
function-correlation level interaction effects were
found for several fundamental frequencies
(n1, n3, n4, and n6) and for one intensity (A4).

Recent studies have shown that the density
functional method provides accurate estimates of
the frequencies [19,20] and polar tensor elements
[21,22] of several molecules. Accordingly, it seems
appropriate to critically examine the importance
of several characteristics of density functional cal-
culations on the fundamental frequencies and in-
tensities of methyl fluoride so that they can be
compared with effects determined earlier for mod-
ifications of conventional molecular orbital wave
functions. This is especially important since den-
sity functional theory provides an alternative
means of including electron correlation [23]. Here
five factors or characteristics of density functional
calculations are examined at two levels each: (1)
type of exchange functional, Slater (S) or Becke
88 (B); (2) type of correlation functional, Vosko–
Wilk–Nussair 1980 (VWN) or Lee–Yang–Parr

Fig. 1. Multivariate input factors and output property values.
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(LYP); (3) basis set; 6-31G or 6-311G; (4) basis
set supplemented by polarization functions, one
set of d functions on both carbon and fluorine
atoms and one set of p functions on the hydrogen
atoms (d, p) or three sets of d functions and one
set of f functions on both carbon and fluorine
atoms and three sets of p functions and one set of
d functions on the hydrogen atoms (3df, 3pd); and
(5) basis set supplemented by diffuse functions on
all atoms or just on the carbon and fluorine ones.
A complete factorial design treating these five
factors would require 25=32 different density
functional calculations. Here we show that a frac-
tional factorial design (FFD) consisting of only 16
density functional calculations is capable of fur-
nishing accurate main and two factor interaction
effect values of these density functional character-
istics. Furthermore the fractional factorial design
results for all frequency and intensity values are
conveniently analyzed using the principal compo-
nent transformation. The levels of the factors of
the 25–1 fractional factorial design were adjusted
following Gaussian 94 [24] options including both
the Local Spin Density Approximation (LSDA)
and Becke’s 1988 functional.

2. Calculations

Density functional calculations of the CH3F
fundamental vibrational frequencies and infrared
intensities were performed as prescribed by the
25–1 fractional factorial design in Table 1. These
harmonic frequencies were determined by the ana-
lytic evaluation of the second derivative of the
energy with respect to nuclear displacement and
each of the five wave function characteristics (or
factors in statistical terminology) were investi-
gated at two levels. The − and + signs indicate
whether a factor is in its low or high level. Since
the absolute sign definitions are arbitrary (some
or all of the above definitions could be reversed)
relative signs are important in constructing facto-
rial designs. A full 25 factorial design would re-
quire the calculation of 32 different wave
functions corresponding to all possible combina-
tions of the two levels of the five factors. The
design given in Table 1 is a half fraction of the

Table 1
A 25–1 fractional factorial design for the calculation of the
CH3F vibrational frequencies and intensities

Factors Levels

− +

S B1. Exchange functional
VWN2. Correlation functional LYP
6-31G3. Basis set function 6-311G
(d,p)4. Polarization function (3df,3pd)

5. Diffuse function +++

Factorial designationWave function

−−−−+1. SVWN/6-31++G(d, p)
+−−−−2. BVWN/6-31+G(d, p)

3. SLYP/6-31+G(d, p) −+−−−
++−−+4. BLYP/6-31++G(d, p)
−−+−−5. SVWN/6-311+G(d, p)
+−+−+6. BVWN/6-311++G(d, p)

7. SLYP/6-311++G(d, p) −++−+
+++−−8. BLYP/6-311+G(d, p)
−−−+−9. SVWN/6-31+G(3df, 3pd)

10. BVWN/6-31++ +−−++
G(3df, 3pd)

−+−++11. SLYP/6-31++G(3df, 3pd)
++−+−12. BLYP/6-31+G(3df, 3pd)

13. SVWN/6-311++ −−+++
G(3df, 3pd)

+−++−14. BVWN/6-311+G(3df, 3pd)
−+++−15. SLYP/6-311+G(3df, 3pd)

16. BLYP/6-311++ +++++
G(3df, 3pd)

full factorial design. Only those sign combinations
for which their product yields a positive sign
(− − − − + , + − − − − , …, + + + + + )
are included in the 25–1 fractional factorial used
here. A statistically equivalent 25–1 fractional fac-
torial design for which only combinations whose
products yield negative signs could just as well
have been chosen. Whereas the full factorial de-
sign permits the determination of all interaction
effects in an unambiguous way the cost of per-
forming only half of the calculations using the
design in Table 1 (or its statistical equivalent) is
that principal effect values are confounded with
fourth order ones and second order interaction
effects are confounded with third order ones.
Since full factorial designs previously applied to
molecular orbital calculations of the frequencies
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and intensities of several molecules, including
CH3F, have shown that third and higher order
interaction effects are not important it seems se-
cure to assume that they are also negligible for the
CH3F density functional calculations investigated
here.

A main or interaction effect is defined as the
change in a calculated parameter (frequency or
intensity) as the level is changed from low to high,

(Efi)= (R+)i− (R−)i. (1)

(Efi) is the effect value for the ith factor or
combination of factors. (R+)i and (R−)i are aver-
age results of calculated frequencies or intensities
at the high (+ ) and low (− ) levels of the factor
or combination of factors.

For main effects which describe the change in
parameters for isolated changes from the low (− )
to high (+ ) level in only one factor, the signs in
Eq. (1) are identical to those in Table 1 for that
factor. Interaction effects of two or more factors
are calculated using the same equation, except
that the (+ ) and (− ) levels are determined by
multiplying the signs of the factors involved in the
interaction. This simple equation can be used to
calculate the main and interaction effects because
the fractional factorial design in Table 1 is or-
thogonal. Effects values can not be calculated
using Eq. (1) for other subsets of 16 sign combi-
nations chosen for a half-fraction design, except
for the alternative that is statistically equivalent to
the one in Table 1, having all of its signs in the
last column reversed.

An alternative to calculating individual effect
values for each frequency or intensity value in
attempts to determine how they are affected by
wave function modifications is provided by the
multivariate principal component method. Instead
of the univariate treatment for which each fre-
quency or intensity parameter is treated separately
principal component analysis allows all these
parameters to be treated together. In this way
their statistical correlations can be studied in a
multivariate procedure that permits the identifica-
tion of wave function modifications that affect the
various spectral or molecular parameters. Fur-
thermore the quality of the wave functions used
for calculating frequencies and intensities can be

judged more objectively using multivariate meth-
ods since an arbitrary choice, made by the investi-
gator, of the most relevant variable to be used in
a univariate procedure becomes unnecessary.

Principal components for the frequency and
intensity results of the 25–1 fractional design were
calculated separately. They are eigenvectors of the
covariance or correlation matrix, XtX, where Xt is
the transpose of the X data matrix. The X matrix
has 16 rows, each one corresponding to one of the
wave functions in the fractional factorial design in
Table 1 and six columns, one for each of the six
fundamental frequencies or infrared intensities.
The intensity values were centered on their respec-
tive means while the frequencies were auto-scaled
[1], i.e. after mean centering the frequencies were
divided by the standard deviations of each funda-
mental frequency for the fractional factorial re-
sults. As such all transformed frequency values
have the same variance and are treated in the
multivariate analysis on an equal footing. On the
other hand, strong bands are favored in the prin-
cipal component calculation of the intensity data,
since a large experimental intensity is usually ac-
companied by a large variance for the results of a
factorial design.

Bidimensional principal component graphs
provide accurate representations of 3N-6 dimen-
sional frequency or intensity data providing that
almost all of the statistical variance is concen-
trated in the first two principal components [1–3].
In other words, if the 16 points, one for each type
of wave function in the factorial design, form an
approximately planar array in 3N-6 dimensional
frequency or intensity space (six for our applica-
tions on methyl fluoride) a bidimensional princi-
pal component graph is capable of accurately
describing the geometrical relationships between
the points in this array. Using these graphs the
3N-6 experimental frequency and intensity values
can be compared with the theoretical results for
the wave functions of the factorial design and
wave function modifications providing better
overall agreement between theoretical and experi-
mental results can be conveniently determined.

All the harmonic vibrational frequencies and
infrared intensities of CH3F were carried out with
the Gaussian 94 program [24], on RISC 6000
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Table 2
Calculated and experimental fundamental harmonic vibrational frequencies for CH3F (cm−1)

Wave function n2n1 n3 n4 n5 n6

A1 CH3 A1 CFA1 CH3 E CH3 E CH3 E CH3

Sym. bend. Str. Antisym. str. Antisym. def.Sym. str. Antisym. def

1418.3 1086.4−−−−+ 3066.72969.4 1424.5 1145.1
1464.6 961.7 3098.4 1480.8+−−−− 1163.63009.7
1394.1 1094.3 3019.22924.0 1399.3−+−−− 1129.4

2966.4++−−+ 1438.8 972.9 3053.7 1452.9 1146.2
2957.6−−+−− 1411.8 1075.0 3048.6 1415.9 1142.0

1459.4 954.3 3079.32997.0 1474.9+−+−+ 1158.0
2910.8−++−+ 1387.8 1085.4 2999.4 1387.7 1125.1

1435.1 965.4 3036.12955.2 1448.7+++−− 1143.6
1404.7 1095.8 3042.6−−−+− 1411.82953.8 1144.5
1459.0 972.2 3074.82994.0 1474.3+−−++ 1165.4

−+−++ 2912.0 1377.7 1103.7 2999.7 1383.6 1126.7
1432.8 983.3 3032.82953.4 1446.6++−+− 1148.8

2961.1−−+++ 1412.5 1092.9 3051.0 1417.0 1148.7
1467.1 969.6 3082.4+−++− 1482.73002.1 1170.0
1385.6 1102.2 3008.52919.7 1389.5−+++− 1130.7

2960.4+++++ 1440.7 980.7 3039.6 1453.5 1152.9
1484.8 1047.6 3113.8B3LYPa 1493.83032.3 1193.5
1490.2 1059.2 3131.53031.2 1497.8Exptb 1206.4

a B3LYP/6-311++G(3df, 3pd); b Harmonic vibrational frequencies as corrected from the observed values in Ref. [9].

IBM workstations at CENAPAD/SP. These cal-
culations were made using the energy-minimum
equilibrium geometries for each of the CH3F wave
functions in Table 1.

3. Results

The calculated fundamental vibrational fre-
quencies for the 25–1 fractional factorial design of
methyl fluoride are presented in Table 2. Experi-
mental frequencies, corrected for anharmonicity
[8] are also included in this table. These values can
be conveniently analyzed on a graph having the
first two principal components as axes. The first
principal component is given in Table 3 as a
function of the auto-scaled frequencies and ac-
counts for 88% of the total data variance. All
loading coefficients have similar absolute values
indicating that all frequencies are important for
explaining variations in the values of Table 2.
However all these loadings are positive except for

n3. This implies that all the frequency values are
correlated with each other except for n3, the CF
stretching frequency, which is anticorrelated with
the other five frequencies. In other words the
wave function modifications, on the whole, affect

Table 3
Principal component equations for the calculated frequencies
and intensities of CH3Fa

Explained
variance (%)

Frequencies
PC1+0.42n1+0.43n2−0.37n3 88
+0.40n4+0.42n5+0.41n6

10PC2=0.32n1−0.16n2+0.71n3

+0.52n4−0.21n5+0.19n6

Intensities
PC1=0.12A1+0.95A4−0.26A5 87
PC2=−0.92A3−0.11A4−0.33A5 11

a The frequency values, ni, are auto-scaled whereas the Ai

intensity values are mean-centered.
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Fig. 2. Principal component plot of calculated and experimental (harmonic) frequencies of CH3F (cm−1). The CISD/3-21G and
MP2/6-311G(d, p) frequencies were taken from Ref. [13] and the MP2/6-311+ +G(d, p) ones from Ref. [1]. 
 factorial design; �
CISD/3-21G; D MP2/6-311G(d, p); � exp.; � MP2/6-311+ +G(d, p); + B3LYP/6-311+ +G(3df, 3pd).

all the CH3 frequency values in similar ways
whereas they have opposite effects on the CF
stretching frequency as can be verified in Table 2.
The second principal component explains much
less variance than the first one and has important
positive contributions from the three stretching
frequencies, especially n3, the CF stretching
frequency.

The bidimensional graph of these two principal
components explains 98% of the total variance
and is shown in Fig. 2. Since all but 2% of the
total variance is explained in this graph it can be
considered to be an accurate representation of the
six dimensional frequency data. Note that points
with mostly positive first principal component
scores were calculated using the B exchange func-
tional whereas those corresponding to the S func-
tional have negative score values. Furthermore for
points obtained with equivalent exchange func-
tionals those corresponding to the VWN correla-
tion functional tend to have more positive first
principal component scores than those calculated
using the LYP functional. Considering that all the

frequencies have positive loadings except for the
CF stretching one, it can be concluded that
changing the S exchange functional for a B one,
in the presence of either the VWN or LYP corre-
lation functional, increases all the frequency val-
ues except for the CF stretching one which is
lowered. Furthermore changing the VWN func-
tional by the LYP one, increases the CF stretch-
ing frequency while lowering all the others—for
results with a fixed exchange functional. These
deductions can be verified upon inspection of the
frequency values in Table 2.

The CF stretching frequency dominates the sec-
ond principal component. Since it has a positive
loading score points for results obtained from
using an S exchange potential are somewhat more
positive than those obtained using a B one. This is
consistent with the conclusion drawn about the
CF frequency values from the scores of the first
PC.

The calculated infrared intensities for the 25–1

fractional factorial design and the experimentally
measured intensities are presented in Table 4.
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Table 4
Calculated and experimental fundamental infrared intensities for CH3F (km mol−1)

Wave function A2A1 A3 A4 A5 A6

A1 CH3 A1 CFA1 CH3 E CH3 E CH3 E CH3

Sym. bend. Str. Antisym. str. Antisym. def.Sym. str. Antisym. def.

0.6 111.02−−−−+ 46.434.2 14.9 0.0
+−−−− 4.337.2 109.3 74.1 7.0 1.1

0.3 111.8 41.333.5 18.1−+−−− 0.0
3.0 109.7 69.4++−−+ 8.136.6 0.7
0.2 113.5 44.631.7 18.0−−+−− 0.0
3.0 110.2 76.8+−+−+ 8.135.5 1.2
0.1 115.0 42.532.0 18.0−++−+ 0.0
1.9 110.2 70.9+++−− 10.434.8 0.8
0.0 105.6 42.231.0 15.3−−−+− 0.4

+−−++ 35.1 1.3 104.5 71.2 6.9 2.1
0.0 106.3 41.230.5 15.3−+−++ 0.2
0.8 104.6 65.2++−+− 8.733.7 1.9
0.0 104.0 37.832.0 15.3−−+++ 0.3
1.2 101.9 62.4+−++− 8.235.0 1.9
0.0 104.4 33.130.8 17.3−+++− 0.1
0.9 102.2 60.1+++++ 8.534.8 1.5
0.9 110.0 57.033.6 10.2B3LYPa 2.1
0.9Exptb 95.324.7 61.0 8.7 2.7

a B3LYP/6-311++G(3df, 3pd); b Experimental intensity values of Ref. [11].

These intensity values were not auto-scaled since
it seems reasonable that the larger intensity values
should have larger weights in the multivariate
analysis than those for weak bands. Large mea-
sured intensities correspond to large variances in
the calculated intensities for a factorial design as
seen before [1–3]. The loadings for the first two
principal components are given in Table 3 and
Fig. 3 shows a clear separation for results ob-
tained using S exchange functional and those
corresponding to the B functional. The first prin-
cipal component explains 87% of the total data
variance and has a large positive loading for A4.
Since the wave functions with the B correlation
functional all result in positive first PC scores
whereas those with the S one have negative scores
it is straightforward to deduce that the A4 intensi-
ties calculated with the B functional are larger
than those obtained with the S functional. Inspec-
tion of values in Table 4 confirms this. The B
functional results in A4 intensity values 20–30 km
mol−1 higher than those calculated with the S
functional.

The second principal component explains only
11% of the total variance of the intensity data. Its
most important loading is negative and pertains
to A3. Fig. 3 shows that calculations using
(3df, 3pd) polarization functions have larger sec-
ond PC scores than those obtained with (d, p)
functions. This is consistent with the results
in Table 4. Calculations using the larger set of
polarization functions (last eight rows in Table 4)
result in A3 intensity values 5–10 km mol−1

smaller than those using the simpler polarization
set.

The conclusions from the multivariate PC anal-
ysis can also be obtained using factorial design
models for which main and interaction effect val-
ues are calculated using Eq. (1). Table 5 contains
the effect values on the fundamental frequencies.
Modifications in the exchange and correlation
functionals clearly produce the largest changes in
the calculated frequencies. The exchange func-
tional effect is the largest one. Substituting the S
functional for the B one significantly increases all
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Fig. 3. Principal component plot of calculated and experimental intensities of CH3F (km mol−1). The CISD/3-21G and
MP2/6-311G(d, p) intensities were taken from Ref. [13] and those of the MP2/6-311+ +G(d, p) wave function from Ref. [1]. 

factorial design; � CISD/3-21G; D MP2/6-311G(d,p); � exp.; � MP2/6-311+ +G(d, p); + B3LYP/6-311+ +G(3df, 3pd).

the fundamental frequencies by 20–50 cm−1

whereas it decreases the CF stretching frequency
by around 120 cm−1. This is consistent with the
opposite sign calculated for the loading of the CF
stretching frequency relative to those calculated
for the other frequencies for the first PC of the
frequency data. Substituting the VWN correlation
functional by the LYP functional results in a
lowering of all the fundamental frequencies by
17–44 cm−1 except for the CF stretching fre-
quency, which increases by 10 cm−1. This is also
consistent with the higher first PC scores for
points obtained with the VWN correlation func-
tional than for those obtained with the LYP one.
Other wave function modifications do not have
much effect on the calculated frequencies except
for the basis set-polarization function interaction.
Simultaneous changes in the basis set from 6-31G
to 6-311G and in the polarization functions from
(d, p) to (3df, 3pd) increases the CH3 stretching
and bending frequencies by about 10 cm−1 more
than expected from models considering only main
effect values. These second order interaction ef-

fects are substantially smaller than the main effect
values for the exchange and correlation functional
factors.

Table 6 contains the main and interaction effect
values on the methyl fluoride intensities. The
largest effect values are found on changes of the S
exchange functional for the B one. This modifica-
tion increases the CH3 antisymmetric stretching
intensity by 27.6 km mol−1. All the calculations
with the S functional underestimate this intensity
by 15 km mol−1 or more. Indeed inspection of
the calculated intensity values in Table 6 shows
that use of the B exchange functional results in
more accurate intensity values for all vibrational
modes except for the CH3 symmetric stretching
mode. This is clearly seen in the principal compo-
nent graph in Fig. 3. The experimental point is
closer to the group of theoretical points obtained
using the B functional than those originating from
calculations with the S functional. The use of
appropriate polarization functions is also impor-
tant for accurate intensity calculations even within
the density functional procedure as the values in
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Table 5
Main and interaction effects of wave function modifications on the fundamental CH3F frequenciesa

Effects n2n1 n3 n4 n5 n6

CH3 sym. bend. CF str. CH3 antisym str. CH3 antisymCH3 sym. str. CH3 rock
bend

50.6 −122.0Exchange functional 32.741.2 60.6 19.5
Correlation functional −42.9 −25.6 10.0 −44.4 −27.5 −16.7
Basis set — — −5.6 −5.4 — —

9.9 6.7 — 13.3Basis set/polarization func- 7.1 —
tion interaction

a Effects with absolute values less than 5.0 cm−1 are not included in this table.

Table 6 indicate. The inclusion of more polariza-
tion functions, (d, p)� (3df, 3pd) lowers the CF
stretching intensity by about 7 km mol−1. As
mentioned earlier in this section the last eight
rows in Table 4 have A3 values 5–10 km mol−1

smaller than those of the first eight rows.

4. Discussion

Previous factorial design studies using ab initio
molecular orbital wave functions showed that
similar effect values for frequencies are obtained
for similar types of molecular vibrations. How-
ever this is not true for the intensities. The CH3

symmetric and antisymmetric stretching frequen-
cies, n1 and n4, have −38.4 and −41.6 cm−1

effect values on changing from 6-31G to a 6-311G
basis set and −120.4 and −102.4 cm−1 effect
values on changing from the HF to the MP2 level.
Even the second order correlation level/polariza-
tion function interaction effect values are about
the same for these two vibrations, 34.2 and 38.0
cm−1. On the other hand effect values for the
intensities of these vibrational modes are very
different. For example, the inclusion of diffuse
orbitals increases the A1 intensity by 4 km mol−1

whereas it causes a 24.2 km mol−1 reduction in
the A4 intensity.

This same type of behavior holds for the den-
sity functional calculations as well. Changing the
exchange functional from S to B increases the n1

and n4 CH3 stretching frequencies by 41.2 and
32.7 cm−1. In contrast this change increases the

A1 intensity by 3.4 km mol−1 but results in a
much larger 27.6 km mol−1 increase in A4. The
VWN to LYP change decreases n1 and n4 by 42.9
and 44.4 cm−1, respectively, whereas it hardly
affects the A1 intensity value but decreases the A4

intensity by 4 km mol−1. As such systematic
changes in calculated frequency values upon wave
function modifications are more commonly ob-
served than for intensity values, not only for ab
initio wave functions but for density functional
ones as well.

In general the effects for the density functional
calculations are smaller than those observed ear-
lier by us for molecular orbital wave functions.
The electron correlation effects for the ab initio
wave functions, corresponding to a change from
the Hartree–Fock to the Møller–Plesset 2 level,
have values between −89 and −120 cm−1 for
all the CH3F frequencies. These values are much
larger in absolute magnitude than the ones ob-
tained here upon changing from a VWN to a
LYP functional. The inclusion of polarization or-
bitals in the basis set of the ab initio wave func-
tion resulted in a 115 cm−1 increase in the CF
stretching frequency. Here changing the polariza-
tion function level from (d, p) to (3df, 3pd) does
not have any main effect on the frequencies with
absolute value above 5 cm−1. Also second order
interaction effects are much smaller (7–13 cm−1)
for our density functional calculation than for the
ab initio wave functions (12–38 cm−1).

The intensity effect values for the density func-
tional calculations are also much smaller than
those for the ab initio wave function. Only one
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Table 6
Main and interaction effects of wave function modifications on the fundamental CH3F intensitiesa

A2 A3 A4A1 A5Effects A6

CH3 sym. bend CF str. CH3 antisym str.CH3 sym. str. CH3 antisym CH3 rock
bend

Exchange functional 1.93.4 −2.4 27.6 −8.3 1.3
— — −4.0— 1.3Correlation functional —

—Basis set — — −2.9 1.2 —
−1.6Polarization functions −1.2 −7.2 −6.6 — —

— — 1.5— −1.0Diffuse functions —
Basis set/polarization func- 1.2 — −1.9 — — —

tion interaction

a Effects with absolute values less than 1 km mol−1 are not included in this table.

effect value is larger than 20 km mol−1 for the
density functional calculations whereas six effects
have higher absolute values for the ab initio
wave function calculations.

Of the density functional results the (+ − +
+ − ) and (+ − − − − ) ones are in best
agreement with the experimental anharmonicity
corrected values for the frequencies with root
mean square errors of 19.3 and 19.6 cm−1, re-
spectively. All the quantum chemical values re-
ported here under-estimate these observed
values. The ab initio wave functions in our pre-
vious study [1] using a 24 full factorial design
providing frequency values in best agreement
with the observed ones were the MP2/6-311+
+G(d, p) and MP2/6-311G(d, p) with 16.5 and
17.7 cm−1 errors. Although these errors are
comparable to those for the density functional
results their calculated frequencies over-estimate
the observed harmonic values. This is clearly
seen in the principal component graph in Fig. 2.
Whereas the density functional PC score points
are lower and to the left of the experimental
score values the MP2/6-311+ +G(d, p) point
obtained from the results of Ref. [1] is above
and to the right. For comparison points corre-
sponding to the ab initio CISD/3-21G and MP2/
6-311G(d, p) results of Ref. [13] are included in
Fig. 2. They are also located to the extreme
right and are well above the experimental point.

The two density functional calculations with
results in closest agreement with the measured

intensities, (+ + + + + ) and (+ − + + − ),
have smaller root mean square errors (5.0 km
mol−1 each) than the ab initio wave function of
the 24 factorial design reported earlier to be in
best agreement, the HF/6-31G wave function
with a 6.9 km mol−1. Furthermore the principal
component projection for this latter design
showed that the MP2/6-311+ +G(d, p) wave
function was in second best agreement. In other
words, the simplest and most complex wave
function of the 24 factorial design for the ab
initio calculations resulted in the most accurate
intensity estimates. The two density functional
calculations with best results are more similar to
each other than the ab initio ones, only differing
in their correlation functional and in the quan-
tity of diffuse functions used. This might indi-
cate that the density functional 25–1 results are
converging to more accurate values whereas this
does not appear to be true for the 24 ab initio
ones of our previous study.

In an attempt to obtain more accurate theo-
retical results for both the CH3F frequencies and
intensities a B3LYP functional calculation was
performed. Since the most accurate frequencies
and intensities obtained with the BLYP func-
tional used 6-311G valence, (3df, 3pd) polariza-
tion and (+ + ) diffuse functions a
B3LYP/6-311+ +G(3df, 3pd) calculation was
performed. The results are included in Tables 2
and 4 and in Figs. 2 and 3.
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The B3LYP/6-311+ +G(3df, 3pd) frequency
results are in excellent agreement with the an-
harmonic-corrected values (within 0.04–1.10%
depending on the fundamental frequency). Its
corresponding score point in Fig. 2 is much
closer to the experimental score point than those
for any other set of theoretical frequencies.
These results certainly suggest that density func-
tional calculations can provide very accurate vi-
brational frequency results compared with
conventional ab initio results.

However the B3LYP/6-311+ +G(3df, 3pd)
results listed in the Table 4 are not in as good
agreement with the experimental intensity results
as are the (+ + + + + ) or BLYP/6-311+ +
G(3df, 3pd) results or the (+ − + + − ) or
BVWN/6-311+G(3df, 3pd) results. The B3LYP
results have a root mean square (rms) error of
7.23 km mol−1, significantly larger than the 5.0
km mol−1 rms errors for the calculations indi-
cated above. These conclusions are easily con-
firmed by inspection of Fig. 3 where the latter
calculations are represented by points much
closer to the experimental point than the one for
B3LYP/6-311+ +G(3df, 3pd).

In summary, based on these results for CH3F,
the density functional method seems to provide
an attractive alternative to ab initio calculations
for calculating vibrational frequencies and in-
frared intensities. However as results for strictly
ab initio calculations have shown previously [1–
3], the frequency results appear to be converging
to accurate values as the wave function factors
are systematically changed whereas this does not
appear to be true for the corresponding intensity
values.
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