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Factorial design and principal component analyses are applied to CH,F infrared 
frequencies and intensities calculated from ab initio wave functions. In the 
factorial analysis, the quantitative effects of changing from a 6-31G to a 6-311G 
basis, of including polarization and diffuse orbitals, and of correcting for 
electron correlation using the second-order Moller-Plesset procedure are 
determined for all frequencies and intensities. The most significant main effect 
observed for the frequencies corresponds to the shift from Hartree-Fock to MP2 
calculations, which tends to lower all frequency values by approximately 100 
cm-'. For the intensities, the main effects are larger for the CF stretching and 
the CH, asymmetric stretching modes. Interaction effects between two or more 
of the four factors are found to be of minor importance, except for the interaction 
between correlation and polarization. The principal component analysis indicates 
that wave functions with polarization and diffuse orbitals at the second-order 
Moller-Plesset level provide the best estimates for the harmonic frequencies, but 
not for the intensities. For the frequencies, the first principal component 
distinguishes between MP2 and Hartree-Fock calculations, while the second 
component separates the wave functions with polarization orbitals from those 
without these orbitals. For the intensities, the separation is similar but less well 
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defined. This analysis also shows that wave function optimization to calculate 
accurate intensities is more difficult than an optimization for frequencies. 
0 1996 by John Wiley & Sons, Inc. 

Introduction 

he selection of a wave function capable of T providing accurate estimates of molecular vi- 
brational frequencies and infrared intensities is a 
difficult task. A wave function providing accurate 
frequency values does not always yield good in- 
tensity values. Furthermore, wave functions result- 
ing in accurate frequency and intensity values for 
some characteristic group vibrations do not neces- 
sarily provide good estimates for other characteris- 
tic groups. Wave function modifications that im- 
prove the agreement between the calculated and 
experimental values for some frequencies and in- 
tensities often result in poorer estimates for others. 

The basis set dependence of calculated spectral 
parameters has been studied for a wide variety of 
small molecules. Stanton et al.' reported Hartree- 
Fock (HF) and many-body perturbation results for 
the infrared intensities of methane, hydrogen 
cyanide, formaldehyde, ammonia, water, and hy- 
drogen fluoride, noting significant dependencies 
on basis set characteristics and electron correlation 
treatment. In a study of 13 molecules including 
those just mentioned, Yamaguchi et al.' emphasize 
the importance of using split valence polarized 
basis sets for accurate theoretical intensity predic- 
tions. Simandirus et al.3 demonstrate the efficiency 
of correcting for electron correlation effects using 
the MP2 procedure. Miller et al.4 state that polar- 
ization and diffuse functions on heavy atoms are 
essential for obtaining accurate infrared intensities 
and suggest the use of the MP2/6-31 + G(d)  wave 
function as a reasonable compromise between 
computational expense and reliability. 

Taken in its most general form, wave function 
optimization can be regarded as a multivariate 
statistical problem. The effects of several wave 
function characteristics, such as the type of basis 
set employed, the presence of polarization, and/or 
diffuse orbitals and the treatment of electron corre- 
lation, must be examined for all the infrared fre- 
quencies and intensities. Multivariate statistical 
optimization procedures, which are becoming in- 
creasingly important in experimental investiga- 
tions, could provide the foundations of a strategy 

for choosing wave function characteristics result- 
ing in generally more accurate frequency and in- 
tensity values. The use of these procedures fur- 
nishes a systematic scheme for identifying the main 
difficulties involved in attempting to obtain accu- 
rate values for all the vibrational parameters of a 
given molecule. 

In this work two multivariate statistical tech- 
niques, factorial design5 and principal component 
analysis,6 are applied to the wave function opti- 
mization problem. Two-level factorial designs are 
used first to examine how wave function modifica- 
tions affect the calculated infrared frequencies and 
intensities. Within the factorial scheme, the effect 
of each type of wave function modification on the 
calculated values of all the frequencies and intensi- 
ties can be quantitatively assessed. As a result, 
those modifications that are important for the ac- 
curate calculation of the frequencies and intensities 
of a given structural group can be identified. The 
other multivariate technique, principal component 
analysis (PCA), provides a statistical criterion for 
choosing, out of a group of trial functions, the one 
that best reproduces all the infrared frequency and 
intensity values. The PCA results are conveniently 
represented in two-dimensional graphs that can be 
used to evaluate the overall ability of each wave 
function in reproducing the experimental results. 
The information obtained from the two kinds of 
statistical analysis complement each other, as we 
shall see. 

Our main objective is to investigate how multi- 
variate statistical methods can be used to provide 
more accurate wave functions for chemical prob- 
lems dealing with a relatively large number of 
molecular properties. Although the present work 
is only concerned with spectral data, the methods 
employed here are generally applicable to all the 
properties normally obtained from molecular wave 
functions. To illustrate the use of these multivari- 
ate techniques, we selected the vibrational fre- 
quencies and infrared intensities of methyl fluo- 
ride. These data have been chosen for two reasons. 
First, they are well known and have been sub- 
jected to extensive experimental7-" and theoreti- 
cal" investigations. Second, the fluorine atomic 
polar tensor in methyl fluoride is important for 
empirical intensity calculations for a variety of 
fluorine-containing m01ecules.'~- l7 
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Sosa and Schlegel” have calculated all the f’un- 
damental vibrational frequencies and infrared in- 
tensities of methyl fluoride using some 30 different 
wave functions, in an attempt to evaluate the im- 
portance of correcting for electron correlation in 
the calculation of these quantities, as well as to 
estimate the effects of including multiple sets of 
polarization and diffuse functions in the atomic 
basis sets. Their work showed that treatment of 
electron correlation at the second-order Mdler- 
Plesset (MP2) level results in overall improvement 
in the agreement between the calculated vibra- 
tional frequencies and the harmonic frequencies 
determined from the observed vibrational bands. 
Infrared intensity values were shown to be more 
sensitive than the frequencies to the size and the 
nature of the basis set employed. 

Calculations 

TABLE 1. 
A 24 Factorial Design for the Calculation of the 
CH,F Vibrational Frequencies and Intensities. 

Levels 
~ + Factors - 

1. Basis set 6-31 G 6-31 1 G 
2. Polarization functions absent present 
3. Diffuse functions absent present 
4. Electron correlation Hartree-Fock M~iller-Plesset 2 

Wave Function Factorial designation 

HF/6-31G 
HF / 6-31 1 G 
HF / 6-31 G** 
HF / 6-31 1 G** 
HF/6-31 + + G 
HF/6-311 + + G  
HF16-31 + + G** 
HF/6-311 + + G** 
MP2 / 6-3 1 G 

- - - - 
- - + -  - + -  - 

+ + -  
- - + -  
+ - + -  
- + + -  
+ + + -  

+ 

- 

- - - 
MP2 / 6-31 1 G + -  - +  l o  

11 MP2 / 6-31 G** - + -  + 
12 MP2 / 6-31 I G** + + -  + 

MP2/6-31 + + G - - + +  ,3 
MP2/6-311 + + G + - + +  14 

were investigated at two levels: (1) the use of a 16 MP2/6-31 1 ++G**  + + + + 

Ab initio calculations of the CH,F fundamental 
vibrational frequencies and infrared intensities 
were performed as prescribed by the 24 factorial 
design shown in Table I. Four wave function char- 
acteristics (or factors, in statistical terminology) 1 MP2/6-3 1 + + G** - + + +  
6-31G or a 6r311G wave function, (2) the presence 
or absence of polarization orbitals in the basis set, 
(3) the presence or absence of diffuse orbitals, and 
(4) the use (or not) of second-order Mdler-Plesset 
perturbation corrections to the Hartree-Fock level 
calculations. The 16 wave functions obtained by all 
combinations of the two levels of these four factors 
were used to calculate the CH,F vibrational fre- 
quencies and infrared intensities. 

The main effect of a given factor on the calcu- 
lated parameters is defined by 

(‘-)i 

where ( ~ f ) ~  is the effect of the ith factor and ( R + ) i  
and ( E - ) ,  are the average results (i.e., calculated 
frequencies or intensities for a given vibrational 
mode) at the high (+) and low (-) levels of this 
factor. Interaction effects of two or more factors are 
calculated using the same equation, except that the 
( + ) and ( - ) levels are determined by multiplying 
the signs in the columns of the factors involved in 
the interaction? 

This simple equation can be used to calculate 
main and interaction effects because the factorial 
design in Table I is orthogonal. Each level of each 
factor is included in half of the 16 calculations 

performed. The quantities R+ and R- are aver- 
ages of eight values in all cases. For example, the 
effect, on a given frequency or intensity, of includ- 
ing polarization orbitals in the basis set is given by 
the difference between the average frequency or 
intensity values calculated from the eight wave 
functions containing polarization orbitals in their 
basis sets and the average of the values calculated 
without these orbitals. Since all possible combina- 
tions of the high and low levels of the other three 
factors are present in both ’+ and R- ,  this differ- 
ence represents the average change on the calcu- 
lated frequency or intensity produced by the inclu- 
sion of polarization orbitals. Overall, four main 
effects (one for each factor) plus six second-order, 
four third-order, and one fourth-order interaction 
effects can be calculated for each of the CH,F 
spectral parameters, using the 16 MO calculations 
listed in Table I. 

Principal components, which were calculated 
separately for the vibrational frequencies and in- 
tensities, are the eigenvectors of the matrix prod- 
uct X’X where X‘ is the transpose of the X matrix. 
The X matrix has 16 rows, corresponding to the 16 
wave functions in the factorial design of Table I, 
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and six columns, one for each of the six fundamen- 
tal frequencies or infrared intensities. The original 
data matrices were preprocessed before the eigen- 
vector calculations. The intensity values were 
centered on their respective means, while the fre- 
quency values were aut~scaled.~ The resulting ma- 
trices can be represented in a multidimensional 
space, as shown in Figure 1. Each coordinate axis 
represents one of the preprocessed frequencies (or 
intensities), and the results of the molecular orbital 
calculations correspond to points in this space. The 
doubly degenerate E vibrational modes are repre- 
sented by only three columns, because the three 
additional columns needed to express this degen- 
eracy would be identical to three columns already 
present in the X matrix. 

The first eigenvalue of the matrix product X'X 
is equal to the amount of statistical variance ex- 
plained by the first eigenvectorP This eigenvector, 
which defines the first principal component axis, 
points in the direction of maximum statistical vari- 
ance, as indicated in Figure 1. The second eigen- 
vector (the second principal component) is perpen- 
dicular to the first one and explains a maximum 
amount of the residual variance in the data-that 
is, variance not explained by the first eigenvector. 
If the first two eigenvectors explain a significant 
amount of the total variance, a principal compo- 
nent score plot in which they are the coordinate 
axes provides a faithful two-dimensional projec- 
tion of the six-dimensional frequency or intensity 
space. In such situations, two-dimensional plots 
can be used to assess the quality of wave functions 
for calculating accurate frequency and intensity 
values. 

The factorial design and principal component 
calculations were carried out using computer pro- 
grams developed in our laboratories." The ab ini- 
tio molecular orbital calculations were performed 
with the Gaussian 92 computer package" on an 
IBM RISC 6000 workstation. The frequencies and 
intensities were calculated using optimized equi- 
librium geometries for each wave function. 

Factorial Effects on the Infrared 
Frequencies and Intensities 

The CH,F infrared frequency and intensity 
values obtained from the 16 molecular orbital cal- 
culations specified by the 24 factorial design are 
presented in Tables I1 and 111, respectively. The 
experimental infrared intensities', and the esti- 

Freq. 2 

1 prin. comp t 

)- Freq. 1 

d 
Freq. 3 

FIGURE 1. A three-dimensional representation of the 
six-dimensional frequency space. The six-dimensional 
intensity space has coordinate axes specifying the 
intensity values rather than the frequency values, as in 
this figure. 

mated harmonic frequencies" are included for 
comparison. The most important main and interac- 
tion effects of the wave function modifications on 
the calculated frequencies are reported in Table IV. 
Effects with absolute values smaller than 10 cmpl 
are not included in this table. 

The inclusion of second-order M~ller-Plesset 
perturbation (MP2) is the most important of the 
four wave function modifications. This procedure 
lowers the calculated frequencies by 90 to 120 
cm-', as can be confirmed easily by inspection of 
the values in Table 11. For any of the frequencies, a 
comparison between results of calculations differ- 
ing only in the fourth sign-that is, ( -  - - - ) 
and ( - - - +  1, ( + - - - I  and ( + - - + I ,  
etc.-shows differences of about 100 cm-', with 
the MP2 results always lower than the correspond- 
ing Hartree-Fock values. The importance of apply- 
ing the M~ller-Plesset procedure to wave functions 
used to calculate frequency values has already 
been pointed out by several  researcher^.'-^ For 
methyl fluoride, Sosa and Schlegel" have shown 
that the MP2/6-311G(d, p) frequencies are, on av- 
erage, about 50 cm-' lower than those calculated 
with a HF/6-311G(d, p) function. Their results dif- 
fer from ours because they used a fixed equilib- 
rium geometry calculated from a CISD/6-31G(d) 
for both the Hartree-Fock and the M~ller-Plesset 
calculations. 
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TABLE II. 
Calculated and Experimental Fundamental Vibrational Frequencies for CH,F (cm -'I. 

V1 v2 v3 v4 v5 ' 6  

Wave Function A, CH, str. A, CH, bend A, CFstr. E, CH, str. E, CH, def. E, CH, def. 

+ -  - 
+ -  - 
- + -  
- + -  
+ + -  
+ + -  

+ 
- - +  
+ - +  
+ - +  
- + +  
- + +  
+ + +  
+ + +  
Expta 

- - 

3245.6 
321 2.4 
3203.5 
3190.3 
3251.7 
3209.4 
321 4.9 
3193.5 
3096.2 
3049.3 
3132.8 
3087.6 
31 05.0 
3050.4 
3143.5 
3093.5 
3031.2 

1633.4 
1621.4 
1637.0 
1625.2 
1608.6 
1602.3 
161 8.2 
161 0.9 
1534.6 
1522.6 
1554.5 
1536.6 
1498.4 
1495.4 
1525.3 
151 6.5 
1490.2 

1097.4 
1080.8 
1186.1 
1 169.9 
1047.2 
1049.2 
1 153.6 
1 156.6 
996.2 
975.7 
1112.5 
1105.6 
923.9 
924.4 
1056.7 
1075.7 
1059.2 

- 3344.5 
3309.0 
3286.3 
3271.6 
3359.5 
3310.8 
3304.3 
3276.9 
3202.2 
31 62.8 
3237.5 
31 86.3 
3225.6 
31 71.9 
3259.6 
3197.6 
3131.5 

1659.2 
1644.7 
1633.0 
1613.7 
1644.7 
1638.5 
1623.8 
161 4.0 
1569.6 
1549.0 
1563.1 
1519.1 
1548.3 
1541.9 
1548.5 
1520.6 
1497.8 

1267.2 
1264.0 
1307.2 
1301.1 
1254.3 
1257.2 
1298.7 
1295.5 
1 172.4 
1161.8 
1227.0 
1224.0 
1147.8 
11  44.6 
1211.8 
1215.3 
1206.4 

Sign combinations as in Table I. 
a Estimated harmonic frequencies obtained from observed anharmonic frequencies. See ref. 7. 

TABLE 111. 
Calculated and Experimental Fundamental Infrared Intensities for CH,F (km mol -I). 

Wave Function 
A, A2 A3 A4 A5 

CH, str. CH, bend CF str. CH, str. CH, def. CH, def. 

18.9 
23.9 
28.3 
31.4 
22.7 
26.5 
38.4 
37.2 
18.6 
20.9 
31.4 
28.3 
20.7 
22.9 
32.8 
32.6 
24.7 

5.1 
6.2 
10.9 
7.9 
3.0 
4.1 
6.5 
5.7 
5.2 
5.0 
10.5 
6.7 
2.5 
3.1 
5.1 
4.3 
0.9 

95.3 
108.8 
126.5 
140.0 
118.2 
121.9 
153.3 
157.5 
53.3 
61.9 
85.3 
94.1 
75.4 
78.2 
111.2 
114.0 
95.3 

76.4 
85.6 
85.0 
113.8 
52.6 
69.0 
90.0 
95.0 
73.4 
69.8 
113.8 
82.0 
42.4 
48.8 
54.2 
60.4 
61 .O 

8.2 
10.6 
2.2 
6.0 
14.6 
14.0 
6.8 
8.8 
5.2 
7.8 
1.8 
5.2 
10.8 
11.0 
6.4 
8.0 
8.7 

2.6 
4.4 
6.2 
6.8 
3.6 
4.2 
6.6 
6.8 
0.8 
1.8 
2.8 
3.4 
1.2 
1.6 
2.8 
3.0 
2.7 

Sign combinations as in Table I .  
aAverage values of the measured intensities reported in refs. 4 and 5. 
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TABLE IV. 
Main and Interaction Effects of Wave Function Modifications on the Fundamental CH,F Vibrational 
Frequencies (cm - 

v1 U P  u3 v4 v5 '6 
Effects CH, sym. str. CH, sym. bend CF str. CH, asym str. CH, asym bend CH, rock 

- - Basis set - 38.4 -41.6 - 18.6 __ 
- - Polarization functions 13.4 1 15.2 - 20.0 51.4 
- - Diffuse functions - 23.8 - 42.2 13.2 - 12.4 

MP2 correlation - 120.4 - 96.6 - 96.2 - 102.4 - 89.0 -92.6 
- Correlation -polarization 34.2 - 17.3 38.0 11.5 

a Effects with absolute values less than 10 crn - ' are not included in this table. 

The other three wave function modifications are 
also important for accurate frequency estimates, 
although their effects are less significant and vary 
noticeably from one vibrational mode to another. 
For example, the change from a 6-31G to a 6-311G 
basis set reduces the CH, symmetric and asym- 
metric stretches by about 40 cm-', on average, but 
lowers the CH, asymmetric bending by only 19 
cm-' and leaves the other modes practically unaf- 
fected. 

The main effects of including polarization and 
diffuse functions have opposite signs for the v2, 
v,, and v6 vibrational modes. The inclusion of 
polarization functions, which correspond to posi- 
tive effects, tends to increase the frequencies of 
these modes, especially the CF stretching fre- 
quency, while the inclusion of diffuse functions 
tends to decrease them. The CH, stretching modes, 
on the other hand, are relatively insensitive to 
these effects, except for the asymmetric mode, 
whose frequency is slightly raised by the inclusion 
of diffuse functions. 

The only significant interaction effect involves 
the polarization orbitals and the second-order 
Moller-Plesset perturbation procedure. This effect 
can best be interpreted with the diagrams pre- 
sented in Figure 2. In these diagrams the four 
possible combinations of the two levels of the 
modifications (including or not polarization func- 
tions and applying or not the MP2 correction) are 
located at the corners of a square. The numerical 
values in each corner are the average frequencies 
corresponding to the respective level combina- 
tions. Differences between these values taken along 
one side of the square represent the effect corre- 
sponding to a particular wave function modifica- 
tion. As shown in Table IV, both CH, stretching 
modes have positive correlation-polarization in- 
teraction effects of about 35 cm-'. They also ex- 
hibit very large correlation main effects, but no 

significant polarization main effects. The diagrams 
in Figure 2 help explain why this is so. When the 
MP2 correction is introduced, there is a lowering 
of both stretching frequencies, regardless of the 
inclusion of polarization functions in the basis set. 
When these functions are present, however, the 
Moller-Plesset main effect is approximately halved, 
falling from -154.7 cm-' to -88.5 cm-' in the 
symmetric mode and from - 140.4 cm-' to - 64.5 
cm-' in the asymmetric mode, as a consequence 
of the strong interaction between the two wave 
function modifications. The effect of introducing 
polarization functions is also significant for a given 
level of the MP2 factor. However, this effect is 
positive when the MP2 correction is applied and 
negative when it is not. Since the magnitude of 

Polarization CH, syrn. str 

-86.2 
3200.6 - 3114.4 

(+ 1 

-...I I I 13... 

(- 1 (+I MP2 

FIGURE 2. Analysis of the MP2 and polarization main 
and interaction effects on the calculated frequencies of 
CH,F. (a) CH, symmetric stretching. 

172 VOL. 17. NO. 2 



CHEMOMETRIC ANALYSIS OF METHYL FLUORIDE 

Polari zat ion CH3 asym. str. 

-64.5 
3284.8 - 3220.3 

I 3331.0 -140.4 3 190.6 

I 1 I * 
(-1 ( + I  MP2 

FIGURE 2. -(Continued). (b) CH, asymmetric 
stretching. 

these two effects is more or less the same, they 
cancel each other out in the overall calculation, 
resulting in a nonsignificant polarization main ef- 
fect, as indicated in Table IV. This could be inter- 
preted as meaning that the inclusion of polariza- 
tion functions has no effect on the calculated fre- 
quencies. The significant value observed for the 
polarization-correlation interaction effect acts as a 
warning against such an interpretation. 

The effects of the wave function modifications 
on the infrared intensity values are more varied 
than those observed for the frequencies. As can be 
seen in Table V, the MP2 correction has negative 
main effects on all intensities. For the CH, asym- 
metric stretch and the CF stretch, they are signifi- 
cant: - 23.2 km mol-' and - 43.6 km mol-'. These 
are large values indeed, considering that the ex- 
perimental intensities measured for these vibra- 

tions are 61.0 and 95.0 km mol-l. For the CH, 
rock, the MP2 main effect is only -3 km mol-', 
but this band is very weak and has an experimen- 
tal intensity value even smaller, 2.7 km mol-l. A 
similar MP2 effect is calculated for the CH, sym- 
metric stretching that is nearly 10 times stronger. 
This is in contrast with the regularity of the 
Mdler-Plesset effects calculated for the vibrational 
frequencies, which were relatively constant, vary- 
ing from 3 to 10% of the harmonic frequency 
values. 

Substituting the 6-311G for the 6-31G basis has 
comparatively small effects on the intensity val- 
ues, but the inclusion of polarization orbitals pro- 
duces significant changes. The CH, asymmetric 
bending intensity is lowered by 4.6 km mol-', 
whereas all the other intensities are increased by 
values ranging from 2.2 km mol-' for the CH, 
rock to 33.6 km mol-' for the CF stretch. The 
inclusion of diffuse functions has opposite effects 
on the CH, asymmetric stretch and the CF stretch, 
lowering the former intensity by 24.2 km mol-' 
and raising the latter by 20.6 km mol-'. Again, 
most of these effects correspond to substantial 
contributions to the calculated intensity values. 
The only significant interaction occurs for the CH, 
asymmetric stretch and involves the correlation 
and polarization main effects, as in the frequency 
analysis. 

The values of the effects in Tables IV and V help 
explain why accurate intensities are more difficult 
to calculate than accurate frequencies. Not only are 
the effects on the intensities, relative to their exper- 
imental values, much larger than those for the 
frequencies, but there is more variation from one 
vibrational mode to another. For example, while 
the MP2 correction results in calculated frequen- 
cies in better agreement with the harmonic fre- 
quencies for all modes, for the intensities the same 
effect leads to significant improvement in the A,, 

TABLE V. 
Main and Interaction Effects of Wave Function Modifications on the Fundamental CH,F Infrared 
Intensities (km mol - 'ha 

A, A2 A3 A4 A5 A6 
Effects CH3 sym. str. CH, sym. bend CF str. CH, asym str. CH, asym bend CH, rock 

1.9 7.2 Basis set - - - 

Polarization functions 10.6 3.0 33.6 22.8 - 4.6 2.2 
Diffuse functions 4.0 - 2.8 20.6 - 24.2 4.2 - 

MP2 correlation - 3.2 - 43.6 - 23.2 -1.9 - 3.0 

- 

- 
- - - - -11.0 Correlation -polarization - 

a Effects with absolute values less than 1 krn mol- ' are not included in this table. 
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A,, and A, values only, and yields slightly worse 
values for the A, band. 

The existence of interaction effects can explain 
deviations from the additive models that are 
sometimes used to estimate molecular properties 
for complex wave functions based on results ob- 
tained from simpler wave functions?', 21 One such 
example is the calculation done by Sosa and 
SchlegelI2 to estimate frequency and intensity val- 
ues for CH,F at the MP2/6-311 + + G(3d,3p) 
level. Their procedure is conceptually equivalent 
to adding only the main effect values to the HF/6- 
31G wave function results. If significant interaction 
effects are present, one expects to find discrepan- 
cies between the results given by the additive 
model and those obtained from the full molecular 
orbital calculation. 

In Table VI estimated MP2/6-311 + + G(d, p )  
frequency and intensity values calculated using 
the HF/6-31G results in Tables I1 and I11 plus the 
main effects in Tables IV and V are compared with 
the MP2/6-311 + + G( d, p )  and experimental val- 
ues. All the estimated frequency values are within 
10 cm-' of the values calculated from the full 
MP2/6-311 + + G(d, p )  wave function except v4 
and v5, for which the estimated values are 16 and 
11 cm-' larger than the corresponding molecular 
orbital results. In general, the estimated values are 
almost in as good an agreement with the experi- 
mental results as are the results calculated from 

the MP2/6-311 + + G(d, p )  wave function. A sim- 
ilar situation holds for the intensities, although in 
this case the agreement of both the estimated and 
the molecular orbital values with experiment is 
less impressive. One may conclude, then, that for 
methyl fluoride an additive model can be success- 
fully employed to estimate results from more so- 
phisticated quantum chemical calculations and the 
savings in computer time compensate for the small 
loss of accuracy in the estimated results. 

~ ~ ~~ 

Principal Component Results 

The first two principal component equations for 
the calculated frequencies and intensities are pre- 
sented in Table VII. For the frequencies, they ex- 
plain 97.1% of the total variance in the original 
data. Since the remaining four components to- 
gether account for only 2.9% of this variance, the 
corresponding equations are not shown in Table 
VII. The high amount of variance described by the 
first two components implies that a plot having 
them as coordinate axes provides an accurate pro- 
jection of the six-dimensional frequency data. In 
other words, the swarm of data points in the 
original multidimensional frequency space, each 
point locating the six calculated frequencies for 
each of the 16 wave functions in Table I, has an 
almost exactly planar structure, with the plane 

TABLE VI. 
Comparison of MP2 / 6-31 1 + + G ( d ,  p )  and Experimental Results with Estimates Calculated Using the 
HF/6-31G Results and the Factorial Design Main Effect Values. 

MP2 / 6-31 1 + + G(d,  plb 
HF / 6-31 Ga Estimated MP2 / 6-31 1 + + G(d, p)" Expt. 

3245.6 
1633.4 
1097.4 
3344.5 
1659.2 
1267.2 

18.9 
5.1 

95.3 
76.4 
8.2 
2.6 

3086.8 
1526.4 
1074.2 
3213.7 
1531.6 
1213.6 

30.3 
5.3 

113.1 
51.8 
9.7 
1.8 

3093.5 
151 6.5 
1075.2 
31 97.6 
1520.6 
121 5.3 

32.6 
4.3 

114.0 
60.4 
8.0 
3.0 

3031.2 
1490.2 
1059.2 
3131.5 
1497.8 
1206.4 

24.7 
0.9 

95.3 
61 .O 
8.7 
2.7 

a Calculated values using a HF / 6-31 G wave function. 
Estimated values using the HF / 6-31G result and the principal effect values in Tables IV and V. 
Calculated values using the MP2 / 6-31 1 + + G(d, p )  wave function. 
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.XP I .I++++) 
1.0 
0 

0.5 

L 1 -  I 1 0.0 I+--+) 

-2.0 -1.5 -1.0 -0.5 I-+-++) 

TABLE VII. 
Principal Component Equations for the Calculated Frequencies and Intensities.a 

Explained 
Frequencies Variance 

- ( + + - - I  
0 .(-+--I I-+-+) 

- 0 (+++-) 

I-++-). 
PCI 

0.0 0.5 1.0 1.5 
I I I 

Pci = 0.432 V1 + 0.437 V p  + 0.340 Vg + 0.407 V4 + 0.407 Vg + 0.418 Vg 83.5% 
13.6% 

Explained 
Intensities Variance 

Pc2 = -0.234 V i  + 0.712 V3 - 0.386 V4 - 0.385 Vg + 0.374 Vg 

-0.5 

-1.0 

-1.5 

-2 .0 

PC, = 0.904 A, + 0.393 A, 
PC2 -0.397 A, + 0.904 A, 

- 

- 

- 

- 

74.0% 
24.3% 

a Equations for the third through sixth principal components are not included because they explain insignificant amounts of the total 
variance. 

being defined by the first two principal compo- 
nents. The distribution of the frequency points in 
this bidimensional projection is presented in Fig- 
ure 3. 

The first principal component, which corre- 
sponds to the abscissa in Figure 3, is essentially an 
average of all six frequency values. The MP2 re- 
sults occupy the left portion of the plot, whereas 
the Hartree-Fock values are on the right. This 
separation could have been anticipated, since the 
first principal component accounts for most of the 

statistical variance and the MP2 effect values in 
Table IV have large magnitudes for all the fre- 
quencies. The Mdler-Plesset results are located on 
the left side of the plot because all the MP2 effects 
are negative, while the PC, coefficients are all 
positive. 

The second principal component discriminates 
between frequencies obtained from wave functions 
with polarization orbitals and frequencies calcu- 
lated without these orbitals. Large positive polar- 
ization effects were determined for the vg and v6 

. I++-+)  

I---+) 0 

I+-++) 0 

(--++I 0 

I+---). 

(- - 
I+-+-). 

0 I--+-) 

-4. 

FIGURE 3. Principal component plot of the calculated and experimental frequencies of a CH3F. 

JOURNAL OF COMPUTATIONAL CHEMISTRY 175 



DE AZEVEDO ET AL. 

frequencies. Since the v3 and u6 terms in the 
second principal component have positive coeffi- 
cients, the results calculated with polarization or- 
bitals have larger PC, scores than those calculated 
without polarization orbitals. They are therefore 
located in the upper part of the plot. 

The coordinates of the point corresponding to 
the experimental values are obtained by simply 
substituting the autoscaled harmonic frequency 
values in the principal component equations. Since 
this point is in closest proximity to the (+ + + 
+) point, the experimental values are in best 
agreement with the frequencies obtained with the 
MP2/6-311 + + G(d, p) wave function. This is 
confirmed by the values in Table 11. The four 
points closest to the experimental one all corre- 
spond to results calculated at the MP2 level with 
wave functions containing polarization orbitals. Of 
the four factors studied here, these two are thus 
the most important to obtain better overall agree- 
ment between the calculated and the experimental 
frequencies of CH,F. 

The six-dimensional intensity data can also be 
accurately represented by a bidimensional princi- 
pal component projection, which explains 98.3% of 
the total data variance. The plot of the scores on 
the first two principal components, shown in Fig- 

50 

(-+-+) . 
4 0  

30 

20 +) . I--- 

10 (++-+) I+--+) . 
I----) . 

-60 -40 -20 

e x p .  
I -10 . ( + - + + I  

(-- ++ ] . -20 . 
I-+++) 

ure 4, is an accurate projection of the almost planar 
distribution of the intensity data points in the 
original multidimensional intensity space. 

The two principal component equations for the 
intensities contain significant contributions from 
the A, and A, intensities only. All other terms 
have coefficients with absolute values less than 
0.15 and are not shown in Table VII. This can be 
easily understood by examining the calculated in- 
tensity values in Table 111. Since the A,  and A, 
values have much larger statistical variances than 
the calculated intensities for the other vibrational 
modes, their contribution to the first component 
should be correspondingly dominant. The first 
principal component (PC,) accounts for 74% of the 
variance and is a linear combination of A, and A,, 
with a larger contribution from A,. The results for 
wave functions at the MP2 level occupy the left- 
hand portion of the plot and the Hartree-Fock 
results appear toward the right, although this sep- 
aration is not as clearcut as for the frequencies. 
This geometrical arrangement is consistent with 
the factorial design results, indicating that the MP2 
correction is responsible for the largest of the four 
main effects calculated. Since the MP2 treatment 
lowers the A, intensities and A, enters into the 
PC, equation with a positive sign, the right-left 

PC2 

I++--) 

.(+---I 

( -+--)  PCI ,. I I . 60 
(-++-). (+++-)  

1 2 0  40 

(+- + - 1  

.I+++ +) 

-30 

FIGURE 4. Principal component plot of the calculated and experimental intensities of CH,F. 
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distribution of the data points could have been 
anticipated. The other term also tends to enhance 
this horizontal distribution, due to the negative 
MP2 effect on A,. 

The separation, along the PC, axis, of results 
calculated with and without polarization orbitals 
is less well defined. Intensities calculated using 
polarization orbitals are situated more to the right 
of the plot, because both A, and A, have positive 
polarization factorial effects. This separation, how- 
ever, is evident only for points on the extreme left 
and right sides of the graph. The middle portion 
contains results from both types of calculation. 

The second principal component explains 24.3% 
of the variance and is also a linear combination of 
A, and A, (the A, intensity is the dominant 
contribution). The largest factorial effect for A, is a 
negative one for the diffuse functions, while the 
A, intensities have a significant positive diffuse 
function effect. Since the coefficients of A, and A, 
in the second principal component have opposite 
signs, these effects reinforce each other and dis- 
place toward the lower part of the graph the points 
representing calculations with diffuse functions. 

The point representing the experimental inten- 
sity values is also shown in Figure 4. Its location is 
easily calculated by substituting the experimental 
A, and A, intensity values of Table I11 (mean- 
centered) in the second set of principal component 
equations in Table VII. The theoretical point clos- 
est to the experimental one is identified by the 
( - - - - )  sign combination, which surprisingly 
corresponds to a simple HF/6-31G calculation. The 
intensities obtained from this wave function pre- 
sent the smallest sum of squares deviation from 
the experimental values, as can be verified using 
the values in Table 111. The (- + + + ) and 
(+ + + + ) points, corresponding to the MP2/6-31 
+ + G(d,  p )  and MP2/6-311 + + G(d,  p )  wave 
functions, are the next closest to the experimental 
point. These results contrast with those derived 
from the PC frequency analysis. Whereas the ex- 
perimental frequencies are in closest agreement 
with the values obtained in MP2 calculations with 
polarization orbitals in the basis set, the experi- 
mental intensities agree best with the results of 
very diverse calculations, the HF/6-31G and 
MP2/6-311 + + G(d, p )  functions. This clearly 
demonstrates that optimizing molecular wave 
functions to calculate accurate CH,F intensities is 
more difficult than achieving an optimization 
aimed at accurate frequencies. A similar result can 
probably be expected for most other molecules, in 
view of the difficulties usually found in attempts 

to calculate accurate infrared intensities from 
molecular orbital wave functions. 
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